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#### Abstract

We consider planar drawings of trees that must satisfy constraints on the angles between edges incident to a common vertex and on the distances between adjacent vertices. These requirements arise naturally in many applications such as drawing phylogenetic trees or route maps. For straight-line drawings, either class of constraints is always realizable, whereas their combination is not in general. We show that straight-line realizability can be tested in linear time, and give an algorithm that produces drawing satisfying both groups of constraints together in a model where edges are represented as polylines with at most two bends per edge or as continuously differentiable curves.


## 1 Angle and Distance Constraints

We are interested in planar drawings of simple undirected graphs $G=(V, E)$. Throughout this paper, we assume that $G$ is planar and let $n=|V|$ denote the number of vertices and $m=|E|$ the number of edges. We are particularly interested in drawing trees $T=(V, E)$, i. e. graphs that are connected and acyclic. Denote by $T(e, v)$ the tree obtained from splitting $T$ by removing $e \in E$ and choosing the component that contains $v \in V$. For any $r \in V$ let $T_{r}$ be the tree rooted at $r$, and $T_{r}(v)$ the subtree of all descendants of $v$ (including $v$ itself). Clearly, $T_{r}(r)=T$ and $T_{r}(v)=T(v, e)$ if $v \neq r$ and $e$ is the unique first edge on the path from $v$ to $r$. With $\{v, w\}$ we refer to the undirected edge incident to $v$ and $w$.

The implications of the following two types of constraints on drawings of a graph $G$ are investigated.

Distance constraints: A drawing of a graph $G=(V, E)$ satisfies distance constraints $\delta: E \rightarrow \mathbb{R}^{+}$, if all pairs of adjacent vertices $\{v, w\} \in E$ are exactly at distance $\delta(v, w)$.
Angle constraints: A graph is said to be embedded (combinatorially), if the, say, counterclockwise cyclic ordering of edges incident to the same vertex is prescribed. For an embedded graph $G=(V, E)$, let $A \subseteq E \times E$ be the angle set, where $\left(e_{1}, e_{2}\right) \in A$ iff both edges share a vertex $v$ and $e_{2}$ is the counterclockwise next edge after $e_{1}$ around $v$.

[^0]A drawing of an embedded graph $G=(V, E)$ satisfies angle constraints $\alpha: A \rightarrow(0,2 \pi]$, if the angle between all pairs $\left(e_{1}, e_{2}\right) \in A$ is exactly $\alpha\left(e_{1}, e_{2}\right)$. Note that $\alpha$ is frequently called an angle assignment.
A necessary requirement for angle constraints to be satisfiable is that they sum to $2 \pi$ around every vertex, and to $\left(d_{G}(f)-2\right) \pi$ around every inner face $f$ with $d_{G}(f)$ vertices. Such a set of angle constraints is called locally consistent, and we assume that all given angle constraints are.

A graph with angle and/or distance constraints is called realizable in the straight-line model (or straight-line realizable for short), if there exists a planar straight-line drawing in the plane, such that all constraints are satisfied.

## 2 Straight-Line Realizability

Testing straight-line realizability is known to be $\mathcal{N} \mathcal{P}$-complete for both distanceconstrained graphs (even if all edges are constrained to have unit length) 5] and angle-constrained graphs [7]. For trees, arbitrary distance and angle constraints can be satisfied, though not necessarily in the same drawing.

Theorem 1. For any tree $T=(V, E)$ with locally consistent angle constraints $\alpha$ (or distance constraints $\delta$ ), a planar straight-line drawing satisfying $\alpha$ (or $\delta$ ) can be determined in linear time.

Proof. A drawing of $T$ satisfying any locally consistent angle constraints, can be determined in linear time using a simple postorder traversal to create a balloon layout [9]: starting with an empty circle of arbitrary radius around each leaf, parent edges are stretched such that the enclosing circles of subtrees rooted at siblings do not intersect when satisfying the angle constraints.

An algorithm for drawing any distance-constrained tree in linear time is given in 1 .

Note that straight-line drawings of trees with both angle and distance constraints are completely determined (up to translation and rotation).

Theorem 2. Straight-line realizability of trees with both angle and distance constraints can be tested in linear time.

Proof. We show that straight-line realizability testing is equivalent to testing simplicity of polygonal chains, which can be done in linear time 3].

Since a polygonal chain can be viewed as a tree with angle and distance constraints, trees cannot be tested faster than polygonal chains. On the other hand, an embedded tree with $l$ leaves can be covered by $l$ paths $p_{1}, \ldots, p_{l}$ connecting each leaf with the first leaf encountered in a right-first search. Due to the given constraints, each path corresponds to a polygonal chain, and the tree is realizable if and only if all $p_{i}, 1 \leq i \leq l$ are simple. Since the union of these paths corresponds to an Euler tour around the tree, the total size of the polygonal chains is $2 m=2 n-2$.

## 3 Polyline Representation

If an angle and distance constrained tree is not straight-line realizable, it can still be drawn without edge intersections by allowing polylines. In the remainder of the section, we will prove the following theorem.

Theorem 3. For a tree, a planar polyline drawing that satisfies locally consistent angle and distance constraints and has at most two bends per edges can be determined in linear time.

In the first step we calculate an initial layout of $T_{r}$ for an arbitrary root $r \in V$ with the length-preserving algorithm of [1] and given edge lengths $\delta$. We exploit an invariant characteristic of the layouts computed.

Theorem 4. For a tree with given vertex positions a planar polyline drawing that satisfies locally consistent angle constraints and has at most two bends per edge can be determined in linear time, if the given vertex positions are such that disjoint subtrees are contained in disjoint wedges.

This is a special case of the problem to find a drawing of a planar graph with fixed vertices and pre-specified angles between the edges incident to the same vertex [2]. A related problem is embedding a planar graph on a fixed set of points in the plane. The graph can be drawn without edge intersections using at most two bends per edge in polynomial time, if the mapping between the vertices $V$ and the points $P$ is not fixed [8]. However, if the mapping is fixed i. e., each vertex has a fixed position such that the straight-line drawing is not necessarily planar, up to $O(n)$ bends per edge can be needed to guarantee planarity and this bound is known to be asymptotically optimal in the worst case 10. Note that these strategies do not yield drawings that satisfy angle constraints. Angle constraints have to be satisfied for example when drawing graphs with good angular resolution. A planar graph can be embedded and drawn planar with at most one bend per edge, such that for each $\left(e_{1}, e_{2}\right) \in A$ sharing a vertex $v \in V$ it is $\alpha\left(e_{1}, e_{2}\right) \geq \frac{1}{d(v)}$ where $d(v)$ denotes the degree of $v[4]$. For not necessarily planar graphs angular resolution and the number of edge crossings can be improved modifying a force-directed graph drawing algorithm into an algorithm for drawing graphs with curved edges [6]. Note that for these drawings no distances constraints are to be satisfied.

In our drawings edges will be represented as polylines. The polyline of an edge $\{v, w\}$ will be determined by the endpoints of two control segments incident to $v$ and $w$.

We guarantee the planarity in two steps: For a vertex $v \in V$

- we determine the direction of each initial control segment.
- we determine the length for each initial control segment.

In Sect. 3.1 we define a rotation angle $\beta$ to guarantee certain situations regarding the angles of the initial control segments incident to a vertex $v$ and those of the straight lines from $v$ to the corresponding neighbors. In Sect. 3.2


Fig. 1. Rotating the angle template
we determine the control segment lengths to avoid intersections in the remaining situations.

We will focus on each vertex a constant number of times and look at all incident edges so the overall running time is linear.

Let $v$ be a vertex we focus on with $k$ incident control segments $s_{0} \ldots s_{k-1}$ (in counterclockwise order) belonging to the $k$ polylines of edges $e_{0} \ldots e_{k-1}$ to the $k$ neighbors $w_{0} \ldots w_{k-1}$ of $v$. We refer to the absolute angle of a control segment $s_{i}$ with $\gamma_{i}=\gamma_{0}+\sum_{t=0}^{k-1} \alpha_{t}$ and $l_{i}$ its length. Further, let $s_{i}^{\prime}$ be the control segment for $e_{i}$ incident to $w_{i}$ with angle $\gamma_{i}^{\prime}$ and length $l_{i}^{\prime}$. Let $p_{i}$ denote the target point of $s_{i}$ and $p_{i}^{\prime}$ the target point of $s_{i}^{\prime}, \lambda_{i}$ the angle of the line from $v$ to $w_{i}$ and $\lambda_{i}^{\prime}$ the angle of the same line, but from $w_{i}$ to $v$.

### 3.1 Control Segment Angles

Since only the relative angles between consecutive control segments incident to $v$ are given, to determine the final layout we have to choose the absolute angle for one of the control segments. We start with $\gamma_{0}=\lambda_{0}$ and then rotate the whole angle template by an angle $\beta$ i. e., update each angle $\gamma_{i}=\gamma_{i}+\beta$. For a neighbor $w_{i}$ of $v$ the angular deviation is $\theta(i)=\left(\gamma_{i}-\lambda_{i}\right) \bmod 2 \pi$. We say that $w_{j}$ lies between $s_{i}$ and $w_{i}$, if $\left(\gamma_{i}-\lambda_{j}\right) \bmod 2 \pi<\left(\gamma_{i}-\lambda_{i}\right) \bmod 2 \pi$.

We assume that for each neighbor $w_{i}$ the endpoint $p_{i}^{\prime}$ of the control segment incident to $w_{i}$ lies on the same side of the line $\left(v, p_{i}\right)$ and will assure this when determining the control segment lengths (see (7),(8)). The following two situations will cause intersections in the starting configuration, because $e_{i}$ will be intersecting with $e_{0}$ (see Fig. 2 for illustration). For a pair $s_{i}, w_{i}$ we say that
$i$ and 0 are clockwise crossing if
$\theta(i) \leq \pi$ and $w_{0}, s_{0}$ lie between $s_{i}$ and $w_{i}$,
$i$ and 0 are counterclockwise crossing if
$\theta(i) \geq \pi$ and $w_{0}, s_{0}$ lie between $w_{i}$ and $s_{i}$.


Fig. 2. Two cases in the start situation

Lemma 1. At any vertex $v \in V$, there are either clockwise or counterclockwise crossings, if any.

Proof. Assume $i_{1}$ fulfills Equation (1) and $i_{2}$ Equation (2), then $s_{0}$ lies between $s_{i_{1}}$ and $s_{i_{2}}$ and $w_{0}$ lies between $w_{i_{2}}$ and $w_{i_{1}}$. The orders of the control segments and of the neighbors are fixed, hence $i_{1}<i_{2}$ and $i_{1}>i_{2}$, which is a contradiction.

If a vertex $v$ has a neighbor $w_{i}$ such that $i$ and 0 are clockwise crossing we rotate $v$ 's angle template counterclockwise. If $i$ and 0 are counterclockwise crossing for an $0 \leq i \leq k-1$ this is the mirrored case and can be solved by rotating clockwise. After rotating the angle template we will have (see Fig. (3):

Lemma 2 (counterclockwise sheering). For $0 \leq i, j \leq k-1$, $w_{j}$ lies between $w_{i}$ and $s_{i}$ with angular deviation $\theta(i)>\pi$, if and only if also $s_{i}$ lies between $w_{j}$ and $s_{j}$ with $\theta(j)>\pi$.

Lemma 3 (clockwise sheering). For $0 \leq i, j \leq k-1$, $w_{j}$ lies between $s_{i}$ and $w_{i}$ with angular deviation $\theta(i)<\pi$, if and only if also $s_{i}$ lies between $s_{j}$ and $w_{j}$ with $\theta(j)<\pi$.

In these two situations we can avoid intersections by determining the control segment lengths.

We say $s_{j}$ is pulled between $s_{i}$ and $w_{i}$, if it was $\left(\lambda_{i}-\gamma_{j}\right) \bmod 2 \pi<\pi$ before rotation, but is $\left(\lambda_{i}-\gamma_{j}\right) \bmod 2 \pi>\pi$ and $s_{j}$ lies between $s_{i}$ and $w_{i}$ after rotation. We say $s_{i}$ is pushed over $w_{j}$, if it was $\left(\lambda_{j}-\gamma_{i}\right) \bmod 2 \pi<\pi$ before rotation, but is $\left(\lambda_{j}-\gamma_{i}\right) \bmod 2 \pi>\pi$ and $w_{j}$ lies between $s_{i}$ and $w_{i}$ after rotation.

Of all pairs $s_{i}, w_{i}$ for which $i$ and 0 are clockwise crossing let $i_{\text {min }}$ be the one for which the angular deviation $\theta(i)$ is minimal and of all pairs $s_{i}, w_{i}$ for which $i$ and 0 are not clockwise crossing but $\theta(i)<\pi$ let $i_{\text {max }}$ be the one for which $\theta(i)$ is maximal.

We rotate the angle template counterclockwise by an angle $\beta$ with

$$
\begin{equation*}
0 \leq \pi-\theta\left(i_{\min }\right)<\beta<\pi-\theta\left(i_{\max }\right) \leq \pi \tag{3}
\end{equation*}
$$

Lemma 4. For every vertex $v$ there is a feasible rotation $\beta$, i. e. $\theta\left(i_{\min }\right)>$ $\theta\left(i_{\max }\right)$.


Fig. 3. Two solvable situations

Proof. For $i_{\max }>i_{\min }$ the vertex $w_{i_{\max }}$ lies between $w_{0}$ and $w_{i_{\min }}$ because the order of neighbors is fixed. $i_{\max }$ and 0 are not clockwise crossing, hence $s_{i_{\max }}$ lies between $w_{0}$ and $w_{i_{\max }}$. So it must be $\theta\left(i_{\min }\right)>\theta\left(i_{\max }\right)$ because both $s_{i_{\max }}$ and $w_{i_{\max }}$ lie between $s_{i_{\min }}$ and $w_{i_{\min }}$ with $\theta\left(i_{\max }\right)<\pi$. The proof for the case $i_{\text {max }}>i_{\text {min }}$ is analogous.

Lemma 5. These bounds are sharp.
Proof. For $\beta \leq \pi-\theta\left(i_{\min }\right)$ it would still be $\theta\left(i_{\min }\right) \leq \pi$ after rotation and both $w_{0}$ and $s_{0}$ would still lie between $s_{i_{\min }}$ and $w_{i_{\min }}$, hence $e_{i_{\min }}$ would be intersecting with $e_{0}$.

For $\beta \geq \pi-\theta\left(i_{\max }\right)$ it would be $\theta\left(i_{\max }\right) \geq \pi$ after rotation and both $w_{i_{\min }}$ and $s_{i_{\min }}$ would lie between $w_{i_{\max }}$ and $s_{i_{\max }}$, hence $e_{i_{\text {min }}}$ would be intersecting with $e_{i_{\max }}$.

Within these bounds we can now optimize any objective function, for example the sum over all squared angular deviations $\theta(i)^{2}$ for $0 \leq i \leq k-1$. See [2] for other reasonable objective functions.

To proof Lemma 2 and Lemma 3 we first proof the following:
Lemma 6. If $\theta(i)>\pi$ after rotation for $0 \leq i \leq k-1$, before and after rotation neither $w_{0}$ nor $s_{0}$ can lie between $w_{i}$ and $s_{i}$.

Proof. If $\theta(i)>\pi$ before rotation, $w_{0}$ and $s_{0}$ cannot have lain between $w_{i}$ and $s_{i}$, because $i$ and 0 would have been counterclockwise crossing. We rotate counterclockwise by an angle $\beta<\pi$, hence they cannot after rotation as well.

If $\theta(i) \leq \pi$ before rotation but $\theta(i)>\pi$ after, $i$ and 0 must have been clockwise crossing before rotation, so $w_{0}$ and $s_{0}$ cannot lie between $w_{i}$ and $s_{i}$ after rotation.

Lemma 7. If $\theta(i)<\pi$ after rotation for $0 \leq i \leq k-1$, not both $w_{0}$ and $s_{0}$ can lie between $s_{i}$ and $w_{i}$.

Proof. Before rotation $i$ and 0 cannot have been clockwise crossing, so by rotating counterclockwise by an angle $\beta<\pi$ from the start situation $\lambda_{0}=\gamma_{0}$, it can only happen that either $s_{i}$ is pushed over $w_{0}$ or $s_{0}$ is pulled between $s_{i}$ and $w_{i}$.

Corollary 1. For the angular deviation of a vertex $w_{i}, \theta(i)=\pi$ is impossible for any $0 \leq i \leq k-1$.

Proof. of Lemma 2 (Lemma 3 can be proven with the same ideas)
" $\Rightarrow$ " Neither $s_{0}$ nor $w_{0}$ can lie between $w_{i}$ and $s_{i}$ (Lemma 6) so $w_{0}$ cannot lie between $w_{i}$ and $w_{j}$ and we have $j<i$. Because the order of control segments is fixed $s_{0}$ cannot lie between $s_{i}$ and $s_{j}$, hence $s_{0}$ must lie between $s_{j}$ and $w_{i}$ and $s_{0}$ lies between $s_{j}$ and $w_{j}$. If it was $\theta(j) \leq \pi s_{0}$ must have been pulled between $s_{j}$ and $w_{j}$ (Lemma 7) so $s_{0}$ must have lain between $w_{i}$ and $s_{i}$ which is a contradiction to Lemma 6
" $\Leftarrow "$ Neither $s_{0}$ nor $w_{0}$ can lie between $w_{j}$ and $s_{j}$ (Lemma 6) so $s_{0}$ cannot lie between $s_{i}$ and $s_{j}$ and we have $j<i$. Because the order of neighbors is fixed $w_{0}$ cannot lie between $w_{i}$ and $w_{j}$, hence $w_{0}$ must lie between $s_{j}$ and $w_{i}$ and $w_{0}$ lies between $s_{i}$ and $w_{i}$. If it was $\theta(i) \leq \pi s_{i}$ must have pushed over $w_{0}$ (Lemma 7), so also $s_{j}$ must have pushed over $w_{0}$, hence $w_{0}$ must have lain between $w_{j}$ and $s_{j}$ which is a contradiction to Lemma 6

### 3.2 Control Segment Lengths

In the remaining situations we can avoid intersections by determining first the radius $r_{v}$ of the circle containing all control segments incident to a vertex $v$ and then the lengths $l$ and $l^{\prime}$ of an edge $e^{\prime}$ 's control segments. We have to make sure that none of the three segments of an edge $e$ 's polyline can intersect with any segment of another polyline. The maximal possible radius $r_{v}$ is determined such that:

- control segments incident to different neighbors of $v$ can not intersect
- the control segments incident to $v$ can not intersect with a control segment incident to any of $v$ 's neighbors

For an edge $e=\{v, w\}$ the maximal possible length of $e$ 's control segment $s$ incident to $v$ is determined such that:

- neither the middle segment of $e$ nor the control segment $s$ can intersect with a control segment incident to another neighbor
- neither the middle segment of $e$ nor the control segment $s$ can intersect with the middle segment of another edge

When we computed the initial layout of $T_{r}$ a wedge with size $\omega_{v}$ was assigned to each vertex $v$ in which $v$ 's subtree $T(v)$ was lying and that was divided among the children. The children's wedges are rooted in $v$. We now look at the unrooted tree $T$ and all the wedges of $v$ 's neighbors are rooted in $v$. The vertex $w_{0}$, that had been $v$ 's parent in $T_{r}$, is now lying in an opposed wedge with size $\omega_{w_{0}}=2 \pi-\omega_{v}$


Fig. 4.
(see Fig. 4(a)). To guarantee that the control segments incident to one neighbor are not intersecting with the control segments of another neighbor, we determine for $0 \leq i \leq k-1$ :

$$
r_{w_{i}}< \begin{cases}\sin \frac{\omega_{w_{i}}}{2} \cdot\left\|w_{i}-v\right\|_{2} & \text { if } \omega_{w_{i}}<\pi  \tag{4}\\ \sin \left(\pi-\frac{\omega_{w_{i}}}{2}\right) \cdot\left\|w_{i}-v\right\|_{2} & \text { otherwise }\end{cases}
$$

We also have to guarantee that the control segments incident to $v$ are not intersecting with the control segments incident to one of $v$ 's neighbors:

$$
\begin{equation*}
r_{v} \leq \frac{1}{2} \min \left\{\delta\left\{e_{i}\right\}\right\}_{0 \leq i \leq k-1} \tag{5}
\end{equation*}
$$

The computations in (4) and (5) will be done first for each vertex $v \in V$ to determine $r_{v}$, which we will need in the following.

A neighbor $w_{i}$ cannot be involved both in a clockwise and a counterclockwise sheering. Let $i$ and $(i+1) \bmod k$ (we will write $i+1$ in the remainder) be counterclockwise sheering. We have to further determine the length $l_{i+1}$ of the control segment $s_{i+1}$.

The polyline of an edge $e_{i+1}$ might intersect with $e_{i}$ or another edge incident to $w_{i}$ if a line through $p_{i+1}^{\prime}$ and $p_{i+1}$ would be intersecting with the circle containing all control segments incident to $w_{i}$. We can avoid this by choosing $l_{i+1}$ such that $s_{i+1}$ is not intersecting with a tangent line to $w_{i}$ 's circle through $p_{i+1}^{\prime}$. Further, $s_{i+1}$ must not intersect with the line $g_{i}=\left(p_{i}, p_{i}^{\prime}\right)$. We use the maximal length $r_{w_{i}}$ here to determine possible coordinates of $p_{i}^{\prime}$. If we focus on $w_{i}$ later, $s_{i}^{\prime}$ might have to be shortened, hence $s_{i+1}$ must not intersect with the line ( $p_{i}, w_{i}$ ) and the tangent line to $w_{i}$ 's circle through $w_{i+1}$. See Figure 5(a) for illustration.

The computations for a length $l_{i+1}$ such that $s_{i+1}$ is not intersecting with one of these lines, are all very similar. We show the computation here for the line


Fig. 5. Bounding control segments
$g_{i}=\left(p_{i}, p_{i}^{\prime}\right)$ (note that the length $l_{i}$ has to be fixed already) with absolute angle $\eta_{i}$ and $\phi_{i}$ the angle between $g_{i}$ and $s_{i}$ in (6) (see Figure 5(b) for illustration):

$$
\begin{equation*}
l_{i+1}<\frac{\sin \phi_{i} \cdot l_{i}}{\sin \left(\pi-\phi_{i}-\gamma_{i+1}+\gamma_{i}\right)} \tag{6}
\end{equation*}
$$

In Sect. 3.1 we assumed that the neighbor $w_{i}$ and the endpoint $p_{i}^{\prime}$ of the control segment incident to $w_{i}$ lie on the same side of the line $\left(v, p_{i}\right)$. We assure this by choosing $l_{i}^{\prime}$, the length of $s_{i}^{\prime}$, such that $s_{i}^{\prime}$ does not intersect with the line $\left(v, p_{i}\right)$ (see Fig. 4(b)):

If $\left(\gamma_{i}^{\prime}-\lambda_{i}^{\prime}\right) \bmod 2 \pi>\pi$ and $\theta(i)>\pi$ :

$$
\begin{equation*}
l_{i}^{\prime}<\frac{\sin \left(\gamma_{i}+\pi-\lambda_{i}\right) \cdot \delta\left(e_{i}\right)}{\sin \left(-\gamma_{i}+\lambda_{i}-\lambda_{i}^{\prime}+\gamma_{i}^{\prime}\right)} \tag{7}
\end{equation*}
$$

If $\left(\gamma_{i}^{\prime}-\lambda_{i}^{\prime}\right) \bmod 2 \pi<\pi$ and $\theta<\pi$ :

$$
\begin{equation*}
l_{i}^{\prime}<\frac{\sin \left(\lambda_{i}-\gamma_{i}-\pi\right) \cdot \delta\left(e_{i}\right)}{\sin \left(-\lambda_{i}+\gamma_{i}-\gamma_{i}^{\prime}+\lambda_{i}^{\prime}\right)} \tag{8}
\end{equation*}
$$

Let $w_{i}$ be one neighbor of $v$. We call the (smallest) sector of $w_{i}$ 's wedge, in which the control segment $s_{i}^{\prime}$ incident to $w_{i}$ is lying, the range of $w_{i}$. If another control segment $s_{j}$ incident to $v$ is lying within this range, the polylines of $e_{i}$ and $e_{j}$ can be intersecting without $i$ and $j$ clockwise or counterclockwise sheering. We avoid this by choosing the length $l_{i}^{\prime}$ of $s_{i}^{\prime}$ such that $s_{i}^{\prime}$ is not intersecting with the line $\left(v, p_{j}\right)$ (see Fig. 4(c)), the computation is analog to (7) and (8).

With these control segments lengths we can draw the edges' polylines without intersections (see also Lemma 9). In Fig. 7(a) a tree after determining the vertex positions in displayed with an arbitrary rotation angle for each vertex $v$ and control segment lengths smaller than $r_{v}$. In Fig. 7(b) the rotation angle is determined like shown in Sect. 3.1 and the control segment lengths like in Sect. 3.2

## 4 Curve Representation

Instead of using polylines we can also represent the edges as smooth curves. A cubic Bézier curve is determined by two endpoints $b_{0}, b_{3}$ and two inner control points $b_{1}, b_{2}$. We call the segments $\overline{b_{0} b_{1}}$ and $\overline{b_{3} b_{2}}$ the (initial) control segments, while $\overline{b_{1} b_{2}}$ is called inner segment. A Bézier curve is contained in the convex hull of its defining points, and the tangents at its endpoints are collinear with the initial control segments, so the outgoing angle of a Bézier curve is the angle of its control segment. For the Bézier curve of an edge we use the control segments of the corresponding polyline as initial control segments. We refer to the Bézier curve from $v$ to $w_{i}$ for $0 \leq i \leq k-1$ with $c_{i}$ and $H_{i}$ the convex hull of its control points. In the remainder of this section we will proof the following theorem.

Theorem 5. For a tree, a planar drawing that satisfies locally consistent angle and distance constraints while representing edges as continuously differentiable curves consisting of at most two cubic Bézier curves and a straight line segment can be determined in linear time.

Even if the polylines of two edges are not intersecting, the hulls of the corresponding Bézier curves can intersect. Three borders of a curve's hull are the line segments of the corresponding polyline, and when determining the control segment lengths we avoided most intersections, but in case of a clockwise or counterclockwise sheering we have to split an edge's curve by adding control segments.

Let $i$ and $i+1$ be counterclockwise sheering. When all the control segment lengths in the tree are determined, we split a curve $c_{i}$. Let $q_{i}$ be the intersection point of the lines $\left(v, p_{i+1}\right)$ and $g_{i}$. The splitting point $m_{i}$ must lie on $g_{i}$ between the point $q_{i}$ and $p_{i}$. Rooted at $m_{i}$ we add two diametral opposed control segments $s_{i}^{m 1}$ and $s_{i}^{m 2}$ on $g_{i}$, with $s_{i}^{m 1}$ pointing to $p_{i}$ and $s_{i}^{m 2}$ pointing to $p_{i}^{\prime}$. (See Fig. 6 for illustration.) Now we can describe $c_{i}$ by two Bézier curves smoothly attached (continuously differentiable, because the angle at $m_{i}$ has size $\pi$ ) one by $s_{i}$ and $s_{i}^{m 1}$ and one by $s_{i}^{\prime}$ and $s_{i}^{m 2}$. When we later focus on $w_{i}$, we might have to split $c_{i}$ to avoid intersections with curves incident to $w_{i}$. If then the splitting point cannot lie between $q_{i}$ and $p_{i}$, we will add a second splitting point on $g_{i}$, otherwise one splitting point will be sufficient.

This procedure induces that $l_{i}$ has to be calculated first. Therefore we create a vertex list $L^{+}$sorted by increasing index and $\theta(i)<\pi$ for each $w_{i} \in L^{+}$.

If for $v$ there is a pair $i$ and $(i-1) \bmod k$ clockwise sheering this is symmetrically the same situation and will be solved with the same strategy. We will need a vertex list $L^{-}$sorted by decreasing index and $\theta(i)>\pi$ for each $w_{i} \in L^{-}$. We can create both types of vertex lists testing all neighbors $w_{i}$ for $0 \leq i \leq k-1$ in counterclockwise order.

Lemma 8. Neither the vertex list $L^{+}$nor $L^{-}$will contain all neighbors of $v$.
Proof. We start with the angular deviation $\theta(0)=0$. If we do not have to rotate $v$ 's angle template the neighbor $w_{0}$ will be in none of the vertex lists. Iff


Fig. 6. Splitting a curve
there is a neighbor $w_{i}$ of $v$ such that $i$ and 0 are clockwise crossing we rotate counterclockwise by an angle $\beta<\pi$ until $\theta(i)>\pi$. After rotation it will be $\theta(0)<\pi$, hence $w_{0}$ and $w_{i}$ will be in different vertex lists. Rotating clockwise is the mirrored case.

Lemma 9. The resulting tree layout is planar.
Proof. For any vertex $v$ the curve or polyline of an edge $e_{i+1}$ incident to $v$ can cause problems, if the hull $H_{i+1}$ is intersecting with the wedge of another neighbor of $v$. With the strategy presented previously we made sure, that $H_{i}$ and $H_{i+1}$ are not intersecting.

By determining the length of $s_{i+1}$ in (6) we also made it impossible for $H_{i+1}$ to intersect with any wedge or control segment of one of $w_{i}$ 's neighbors different from $v$. With this, $H_{i+1}$ can not intersect with any line from a point in $w_{i}$ 's circle to a point in the wedge of one of $w_{i}$ 's neighbors different from $v$, thus $H_{j}$ cannot intersect with any hull of a curve incident to $w_{i}$ or any vertex in the subtree $T\left(w_{i},\left\{w_{i}, v\right\}\right)$.

Hull $H_{i+1}$ intersecting with the wedge of the neighbor $w_{i+2}$ is the mirrored case.

## 5 Discussion

We presented efficient algorithms for drawing trees with constraints on distances between adjacent vertices and angles between incident edges. There is plenty of opportunity for further work. For instance, we would like to address angle and distance constraints together to improve both vertex placements and angle rotations, and enlarge the class of graphs on which our methods work. A major challenge is to implement the rotation method of [2] so that planarity is maintained always.

(a) random rotation

(b) polylines

(c) curves

Fig. 7. Drawings of a tree with fixed vertices and angles
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